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Abstract—Adversarial models have been widely vsed for data
generation and classification in the fields of Computer Vision and
ArtHicial Intelligence. These adversarial models are defined over
a framework in neural networks called Generative Adversarial
Networks, In this paper, we use auxiliary conditional genera-
tive models which are special kinds of GANs employing label
conditioning that result in pewly generated images exhibiting
global coherence. This conditional version of generative medels
is constructed by feeding data that we wish lo condition on
generator network and discriminator network in a GAN. The
analysis has experimented on a high-resolution dataset called
FMNIST across 60,000 samples of training images with reshaped
image resolution size of 28*28. The following procedure is used
for image dataset augmentation which improves the accuracy of
image classifiers/segmentation techniques.

Index Terms—Generative Adversarial Networks, Convolu-
tional Neural Networks, Dataset Augmentation, Probabilistic
Computation, Neural Netwerks.

I. INTRODUCTION

EURAL Networks are widely employed for solving real

word problems. These neural networks are inspired and
imitated from the working of human brains. In the fields
of image processing for image classification, segmentation
or argumentation we use several kinds of the neural net-
work which include perceptrons networks, multi-layer neural
networks, convolutional neural nerworks. These are widely
developed and enhanced in recent years which are able to
give unti] highest possible accuracy and efficiency for pre-
dictions. We employ different kinds of neural neiwork ar-
chitectures fordifferentkindsofproblemswhicharecaliedneural-
network models. Different models give different predictions.
These models employ several kinds of hyperparameters for
mode! metric analysis. The main hyperparameters the neural
network depends are a loss, optimiser, and activation function
between the network layers. Most of the image classifiers
nse copvolutional neural networks for object identification
and predictions. GANs are special kinds which are used io
create mew images. This data angmentation can be employed
for improving the image classifiers accuracies by adding new
images to the training dataset which is achieved by GANS.
Generative AdversarialNetworksarewidelyemployedthese  days
for image generation and classification techmiques. These
are aiternative frameworks which are implemented in Neuoral
Networks based on Generative Models. These GANs work
like a game with two players, this game is also known as a
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zero-sum game. The two players in this game are two neural
network architectures one is known as a discriminator and the
other is known as a generator, The job of the generator is
to add randomness to the training dataset using probabilistic
functions. Whilediscriminatoridentifiesifthegeneratedimage is a
fake image or a rcal image. In this work, we use auxiliary
conditional generative adversarial networks improving image
classifier accuracy. These are special kinds of GANs which
widely employ label conditioning. These are proposed by
Augustus Odena et al. in his work Cenditional Image Synthesis
with Auxiliary classifier GANs j1}.

II. RELATED WORK

GANs utilises two ncural networks frained in oppositinn
to one another. These were proposed by lan Goodfellow
et al in his research Generaiive Adversarial Neiworks[2]
in the year 2008. Tn the first network which is a generator
G, il lakes u random noise as an input and outputs a fake
image Xfake = G(z). While the discriminator Lakes a random
sample of training sample of an image that is generated
by the gencrator and outputs a probabilistic distribution
P(S§—X) = D(X) over a sct of possible image sources. Both
D(Discriminator) and G{Generator) are trained simulianeously
and the hyperparameters are adjusted based on optimising the
loss and varying the randomness. With the error and losses
that are generated by the discriminator, the randomness in the
generator is updated so that generated images arc realistic.
Mathematically the log likclihood or the rectified randomness
that is updated with respect to the discriminator is given by

L = E[logP(5 = real|Xreal)] + EllogP(S = fake|X fake)]
(1

We augment the GANs using side information by sending
training samples to both geuerator and discriminator. These
samples can be of any forms basically we use labels of images
in the fields of computer vision using the conditional samples.

These can be of any type of either of types one 100 muny
samples or one o one samples or one o many samples hased
on the features that are passed for the network [3].

One of the main most common problems that are widely
addressed by Gencrative Adversarial Networks is when there
is a huge dataset the leverage additional modularities for
better predictions. Few examples include vector representation
for labels jn which geometrical relations are semantically
meaningful herc the prediction errors which are generated by
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the neural network are generalised to labels by using simple
linear mapping from image label space to word representation
latency for improving the classification performance[3],

III. AUXILIARY CONDITIONAL GENERATIVE
ADVESERIAL NETS

1) Generative Adveserial Models: The two main factors
that are needed for training a GAN are the neural network
architectures of discriminator and generator. These follow a
non-linear mapping function, either a simple perceptron mode!
or a convolutional model. We need to identify two distributions
which define the efficiency of the training, primarily the
generator distribution which is iterated over several epochs is
mathematically defined over a noise distribution P(Z) to data
space as G(z,0). The discriminator D(x,0d) outputs a scalar
representing the probability that x that is estimated from the
training data. Below is the diagrammatic representation of
a GAN network, the mostly used activation function in the
discriminator network is a sigmoid function[4]. This is used for
smoothening and final predictions of the image classifier. Real
data is sent into discriminator which will be a convelutional
neural network model.

Fig. {: GAN Network

2} Auxiliary Conditional Adveserial Nets : GANs when
extended with some extra information mostly of auxiliary
information(class labels or data of other modularities). This
information is fed into the network by adding an additional
layer. Once the new layer is added to both the generator
and discriminatory network we can perform conditioning hy
feeding in this labelled data. The noise is usually a hidden
representation or a layer in the generator network and the
adversarial training framework allows for considerable com-
position{10]. If we consider a discriminator with x as an
input x and y as a discriminative function which defines the
fakeness or realness of image in a multilayer perceptron then
mathematically the objective is calculated as

mingmazrpV (D, G) = Emmpdum(z)[lﬂﬂD(iﬂ ey

+Boonp, (3llog(1 = DG )

1V. STATE OF ART
A. Generating Random Distributions from GANs

In this section, now lets generate a distribution to add
randomness to the training data by the generator. When we
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Fig. 2. Conditional Adversarial Neural Network[3]

consider adversarial models the generator G(Z) should be able
to create the randomness and the discriminator should be able
to minimise the noise with the number of iterations. In this
case, the generator will be able to create a classifier using a
sigmoid function and it returns an output of a new image with
some probability added to input images/data as a new training
data.

B. Implementation of Generator Network

One more main objective of the discriminator network is
that the probability of checking the samples should be greater
than 0.5 of the newly generated probability distributions. Tn a
generator, we lake three main attributes the input, noise and
the random probahility generator. The activation function used
in this neural network architecture is a leaky reln activation to
restrict the training values. This leaky RELU is a special kind
of activation function also know as a dying relu activation
function. We vse a BRinary Cross entropy function which is
given by the equation. The batch sizes and input dimensions
can be based on the data which we train with the peural
network.

Tnitially, we set up the dimensions of the training data by re-
shaping them and sending them into dense and dropout layer-
softheneuralnetwork. Dropoutlayersinneuralnetworks are used
for reducing the overfitting of the training procedures. Once
the training data is resized as per the dimensions for the first
layer of the generator network the input i3 sent into a convo-
Tutional transpose network with few parameters. ‘These param-
eters mclude strides(which are used for multiplication/kemel
skipping operation), padding(extra dimensions added to the in-
put images so that the dimensions of the output images slay as
the same). The momentum factor the network is taken as 0.99,
This is an ideal metric 1o increase the efficiency andaccura-
cyofthetrainingprocess. InthisimplementedGAN we considered
the kernel size of the convolutional operator to be 3.

Kecping the matrix with constant 5 rows and 5 columns of
operations. We use four similar convolutional layers which are
dropout layer and batch normalisation layers. At last, once the
input data is sent the output will be a single dimension which
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will be the data that is generated with a complete forward
propagation.

Epoen $0uG

Hip,q) = Eplloggl = H(p) + Dy L{pllq) (3)

C. Implementation of Discriminator Network

In this discriminator network, we use a 4 layer convolutional
neural network each fullowed by dropout layer and a leaky
RELU activation function. Each convolutional layers reduces
the dimensions of the input data, these are reverted back using
fully connected layers which are implemented in the last two
layers of the neural network. The sigmoid function is used
for interpreting the input image with the considered training
data[6].Endeutputlayerofthegeneratornetworkisconnected by a
sigmoid function preceded by few flattening layers. Flatten-
ing Layers in neural networks are used to bring back the
dimensions of original data since once we apply convolutional
operations the size of the dimensions changes with every
kemel. This output layer returns whether the generated image
a real or a fake image.

V. TRAINING THE GAN

We need to train the gan simultaneously so that the co-
ordination of both generator and discriminator are uniform.
Tnitially, we feed random values to the generator and which
lets us create the new data. The discriminatory should be run
paratlely [7} where its should manage the losses as well as
inheriting the training process from the previous iterated steps.
The total number of iteration for the entire GAN atchitecture
are set 10 be 10,000 steps. If the generator loss is less than
the discriminator loss we consider the generator training to
be false, if the discriminator loss is less than the generator
Joss then we stop the discriminator training. We now run the
generator network and discriminator network simultaneously.
Below is the generated data for a randomly created a dataset,
for every iteration new data is generated and retrained for
generating the new data with a maximum probability of
realness.
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Below are the loss values thal are iterated by the discrimi-
nator and the generator network for every 1000 epochs.

stiose. (000
m_m_‘m__m
Trerations; WK
Tierations: 5000
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{terstions: 7000
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Discrinator loas: 08630
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Disctinsinator loss: 13716
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Disginhetor loas: 13578
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Discrirninsior loss: 1 4518
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Drrcrimisiater foss; 13530

Generstor losy: 0.7 104
Genzrator loss: 0.6736

Croertor loss: §.6518

Generador [oss: 04379
Generntor Joss: §.7298
Cenermior loss: 0.6361
Groerator fox: §.6952
Cienerstor loss: 0.5756

Gaswtor koss: 0.7381
Geoeratoclnss: 0.5534
Generyter boss: 0.8386
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Loss graph that is produced by the GAN.

Training LUssas

Vi, IMAGE DATASET AUGMENTATION ON FMNIST
DATA

Fashion MNIST is a labeled dataset image of collected
fashion items which includes clothing and few accessories.
The dataset has over 70,000 fashion images sach of similar
shape 28*28 concerning resolution. These have ten classes
which are T-shirt/top. Trouser, Pullover Dress, Coat, Sandal,
Shirt, Sneaker, Bag, Ankle boot. We apply AC GANs for
generating a new FMNIST image which can be used for
dataset augmentation. We split the dataset into training and
testing traditionally with 709%, 30% ratio respectively. Below
are the few samples of MNIST dataset.

Fig. 3: Few samples of MNIST dataset

VII. PROPOSED AUXILIARY CONDITIONAL
GENERATIVE ADVERSARIAL NETWORKS

As discussed in the section Auxiliary Conditional Ad-
veserial Nets they are GANs with few auxiliary information
with few conditional constraints. The proposed solution for
the neural network architecture includes building two neural
network architectures, These two neural network architecture
are sequential in geometry. In the generator, the first layer
takes in all the dimensions of all input features of FMNIST
dataset, Here, as the resolution of each image is 28%28 the

IJSER © 2019
http://www ijser.org

97



International Journal of Scientific & Engineering Research Volume 10, Issue 12, December-2019
ISSN 2229-5518

JOURNAL OF [ISTEX CL.ASS FILES, VOL. 14, NO. 9, NOVEMBER 20t

total number of neurcns in the initial layer are limited io
734, We invert the image to normalise every image, and the
laver followed by the input is the batch normalisation layer
which increases the efficiency and accuracy of the training
[5]. Next, we have the upsampling layer followed by the first
convolution Jayer of kernel size and same image padding.
The activation function used after the first convolutional layer
is relu activation which softens the output (hat is produced
by the layer. The activation function is followed by batch
normalisation and upsampling with two dimensions, The same
layer is added for two more convolutjvnal layers followed by
activation and batch normalisation.

The discriminator is an image classifier which comprises
a convolutional neural network. The proposed discriminator
architecture consists of four convolutional architecture which
is followed by leaky relu activation function with Jearning rate
0.2 and dropout layer. Dropout layer is used for overfitting
the model[9]. This is achicved by ignoring a few neurons in
the training process. The last layer is a flattening layer which
brings back dimensions of the original training image,

VIII. RESULTS AND EVALUATION

The proposed adversarial model was applied fo the de-
seribed dataset which is FMNIST. The adversarial network is
trained for over 14000 epochs with batch size 100 and sample
iteration rate of 100, As we see the results generated by
the first 800 epochs have greater noise when compared to
images that are produced after 800 images. This is because
the generator adjusts the random noise based on the loss that
is regnlated by the discriminator network. The loss generated
by the discriminator and generated network is visualized below
found concerning the number of epochs the model is trained. It
can be seen that in the first epochs the generator has substantial
loss values, while the discriminator has lower loss values,
meaning that the penerator is not being able to trick the
discriminator yet. The loss for the generator decreases after
some epochs, arriving at a stable point after period epoch 700.

GAN LOsS sviiution
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Fig. 4: GAN Loss evolution

Below are the results of the images that are generated by
auxiliary conditional GANs of newly created accessories.
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Once the neural metwork generates the new images and
is lubeled as FMNIST images by the discriminator neiwork,
they are added to the dataset. This is how we increase
the dataset size by angmenting the generated images info a
real dataset using adversarial systems. With this Convolution,
neural networks can perform well in image classification and
segmentation problems. Most of the convolutional architec-
tures fail to train the mode] properly because of inconsistent
datasets, with this solution CNN’s can perform in a better way.
Below are the newly generated images which are produced by
AC GAN,

I1X. CONCLUSION

In this work, we proposed a new modified auxiliary con-
ditional adversarial neural network and wrote the implemen-
tation in the Python framework called keras. The proposed
neural network architecture is apptied to the FMNIST dataset
where we tried generating new FMNIST datasets and added
to thetraining datasets. However,tousetheproposedarchitecture
for other datasets, we need to modify the architecture inpat
and output dimensions as the shapes and labels of the input
images changes. The model gave an accuracy of 88% in
gencrating the new FMNIST images which are used for image
dataset augmentation. Further work includes image dataset
augmentation with spherical GANS.
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